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Abstract: In the proposed work we have taken data of advertisement and sales. Advertisement on YouTube, Facebook and 

WhatsApp and we want to know the effect on sales. Based on sales and advertiser various media (YouTube, Facebook and 

WhatsApp) we found that sales has been increased during advertisement on TV as compared to other two media To predict 

future sales price. We used Multiple Linear Regression. We have the following problems. How to select following variables 

Dependent Variable, Independent Variable(s), Intercept, Coefficients.  How the model Select data from the past to learn what's 

the relationship. How minimize the predicted error for regression analysis. We need to check that a linear relationship exists 

between the dependent variable and the independent variables We want to analyze the linear relationship between independent 

variables (YouTube, Facebook and WhatsApp) exists or not. Our second objective is to check that a linear relationship either 

exists: Sales and advertisement on YouTube both have positive are negative relationship, Sales and advertisement on Facebook 

both have positive are negative relationship, Sales and advertisement on WhatsApp both have positive are negative 

relationship. Predicted values and observed values should have minimum error.  It is also called the residuals. 
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I. PREDICTIVE MODELING 

      In linear regression, the relationships are modeled using linear predictor functions whose unknown 

model parameters are estimated from the data. Such models are called linear models. Most commonly, the conditional mean of the 

response given the values of the explanatory variables is assumed to be an affine function of those values; less commonly, the 

conditional median or some other quintile is used. Like all forms of regression analysis, linear regression focuses on the conditional 

probability distribution of the response given the values of the predictors, rather than on the joint probability distribution of all of these 

variables, which is the domain of multivariate analysis.  

Linear regression has many practical uses. Most applications fall into one of the following two broad categories: 

If the goal is prediction, forecasting, or error reduction, linear regression can be used to fit a predictive model to an observed data set of 

values of the response and explanatory variables. After developing such a model, if additional values of the explanatory variables are 

collected without an accompanying response value, the fitted model can be used to make a prediction of the response. 

If the goal is to explain variation in the response variable that can be attributed to variation in the explanatory variables, linear regression 

analysis can be applied to quantify the strength of the relationship between the response and the explanatory variables, and in particular to 

determine whether some explanatory variables may have no linear relationship with the response at all, or to identify which subsets of 

explanatory variables may contain redundant information about the response[8,10].  

Linear regression is a linear approach to modeling the relationship between a scalar response (or dependent variable) and one or 

more explanatory variables (or independent variables). The case of one explanatory variable is called simple linear regression. For more 

than one explanatory variable, the process is called multiple linear regressions. This term is distinct from multivariate linear regression, 

where multiple correlated dependent variables are predicted, rather than a single scalar variable. 

 

II. MOTIVATION TOWARD REGRESSION ANALYSIS  

Regression analysis is a statistical technique for analyzing and comprehending the connection between two or more variables of interest. 

The methodology used to do regression analysis aids in understanding which elements are significant, which may be ignored, and how 

they interact with one another. Regression is a statistical approach used in finance, investment, and other fields to identify the strength 

and type of a connection between one dependent variable (typically represented by Y) and a sequence of other variables (known as 

independent variables). Regression is essentially the "best guess" at utilizing a collection of data to generate some form of forecast. It is 

the process of fitting a set of points to a graph. Regression analysis is a mathematical method for determining which of those factors has 

an effect. It provides answers to the following questions:    

 Which factors are most important 

 Which of these may we disregard 
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 How do those elements interact with one another, and perhaps most significantly, how confident are we in all of these variables 

These elements are referred to as variables in regression analysis. We have dependent variable, which is the key aspect  attempting to 

understand or forecast. Then there are your independent variables, which are the elements you assume have an effect on  dependent 

variable. There are multiple benefits of using regression analysis. They are as follows: 

1. It indicates the significant relationships between dependent variable and independent variable. 

2. It indicates the strength of impact of multiple independent variables on a dependent variable. 

Regression analysis also allows us to compare the effects of variables measured on different scales, such as the effect of price changes 

and the number of promotional activities. These benefits help market researchers / data analysts / data scientists to eliminate and 

evaluate the best set of variables to be used for building predictive models. 

 

1. Simple Linear Regression 

2. Multiple Linear Regression 

3. Non Linear Regression  

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Types of regression 

 

III.  R-SQUARED AND THE GOODNESS-OF-FIT  

R-square is a goodness-of-fit measure for linear regression models. This statistic indicates the percentage of the variance in 

the dependent variable that the independent variables explain collectively. R-squared measures the strength of the relationship 

between your model and the dependent variable on a convenient 0 – 100% scale. 

After fitting a linear regression model, we need to determine how well the model fits the data. Does it do a good job of explaining 

changes in the dependent variable? There are several key goodness-of-fit statistics for regression analysis. Linear regression 

identifies the equation that produces the smallest difference between all of the observed values and their fitted values. To be 

precise, linear regression finds the smallest sum of squared residuals that is possible for the dataset. Statisticians say that a 

regression model fits the data well if the differences between the observations and the predicted values are small and biased. 

Unbiased in this context means that the fitted values are not systematically too high or too low anywhere in the obse rvation space. 

However, before assessing numeric measures of goodness-of-fit, like R-squared, we should evaluate the residual plots. Residual 

plots can expose a biased model far more effectively than the numeric output by displaying problematic patterns in  the residuals. R 

squared (R2  ) value in machine learning is referred to as the coefficient of determination or the coefficient of multiple 

determination in case of multiple regression. R squared in regression acts as an evaluation metric to evaluate the scatter of the data 

points around the fitted regression line. It recognizes the percentage of variation of the dependent variable.    

R-squared is the proportion of variance in the dependent variable that can be explained by the independent variable.  

 

 
 

 Interpret R squared 

We have a visual demonstration of the plots of fitted values by observed values in a graphical manner. It illustrates how R-

squared values represent the scatter around the regression line.  

Types of Regression  

Simple Linear 

Regression  

Non-Linear 

 Regression   
Multiple Linear 

Regression  
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Figure 2 represent the scatter around the regression line. 

 

R2=1 (100%) All the variation in the y values is accounted for by the x values 

 

Figure 3 100% variation in the y values is accounted for by the x values.  

 

R2=0.83(83%) of the variation in the y values is accounted for by the x value 

 

Figure 4 80% of variation in the y values is accounted for by the x values.  

R2=0(0%) None of the variation in the y values is accounted for by the x values 

http://www.ijstmr.com/
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Figure 5  None of variation in the y values is accounted for by the x values  

 

IV. PROBLEM STATEMENT 

Multiple Linear Regression analysis is the study of more than two variables to find a relationship, or correlation. A regression line is a 

straight line that attempts to predict the relationship between two points, also known as a trend line or line of best fit. Multiple Linear 

Regression is a prediction when a variable (y) is dependent on more than one independent variable (x) based on the regression equation of 

a given set of data. 

In the proposed work we have taken data of advertisement and sales. Advertisement on YouTube, Facebook and WhatsApp  and check 

the effect on sales.. Based on sales and advertiser various media (YouTube, Facebook and WhatsApp ) we found that sales has been 

affected during advertisement on YouTube as compared to other two media To predict price by these two factors we used Multiple Linear 

Regression. 

 

 We have the following problems [16,17,18].  

1. It is difficult to decide following variables.  

 Predictors Variable  

 Response Variable 

 Intercept 

 Coefficients 

2. It is difficult to Select data from the past to learn the relationship. 

3. It is difficult to minimize the predicted error for regression analysis. 

4. We need to check that a linear relationship exists between the dependent variable and the independent variable/s 

5. We need to check that a linear relationship exists between the: 

Sales and advertisement on YouTube both have positive are negative relationship. 

Sales and advertisement on Facebook both have positive are negative relationship. 

Sales and advertisement on WhatsApp both have positive are negative relationship. 

 

V. LITERATURE SURVEY  

In 2015 Supichaya Sunthornjittanon et al proposed “Linear Regression Analysis on Net Income of an Agrochemical Company in 

Thailand.” They analyze the ABC Company’s data and verify whether the regression analysis methods and models would work 

effectively in the ABC Company based in Bangkok, Thailand. After the data are collected, models are created to examine the contribution 

of each of the company’s financial factors to the net income of the company. The final model is selected using Stepwise Regression 

Methods. A linear regression line and equation for the model are generated to help observe and predict future trends[2]. 

 

In 2016 Sandhya Jain et al proposed   “Regression Analysis – Its Formulation and Execution in Dentistry”. Prediction and estimation is 

the mainstay in the treatment planning in dentistry. With variations being common is many events of the oral cavity, it becomes important 

to have a methodology which can help us predict the happenings of the region in relation to each other. Regression analysis is one such 

concept which explores the relationship between two or more quantifiable variables so that one variable can be predicted from other. 

They provide a simple yet holistic approach to the understanding of the concepts of Regression Analysis along with its use and misuse, 

advantages and disadvantages pertaining to the art and science of dentistry in the formulation and execution of a dental treatment plan, 

the variables involved in the decision making are often poorly characterized and incompletely validated. For these reasons we have to rely 

on the mean values or go for a wild guess[3]. 

 

In 2017 Radek Silhavy et al proposed “Analysis and selection of a regression model for the Use Case Points method using a stepwise 

approach”. They investigate the significance of use case points (UCP) variables and the influence of the complexity of multiple linear 

regression models on software size estimation and accuracy. Stepwise multiple linear regression models and residual analysis were used 

to analyze the impact of model complexity. The impact of each variable was studied using correlation analysis. The estimated size of 

software depends mainly on the values of the weights of unadjusted UCP, which represent a number of use cases. All other variables 

(unadjusted actors’ weights, technical complexity factors, and environmental complexity factors) from the UCP method also have an 

impact on software size and therefore cannot be omitted from the regression model [4]. 

http://www.ijstmr.com/
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In 2017 N J Gogtay et al proposed “Principles of Regression Analysis”. Regression analysis is a statistical tool that helps evaluate 

relationships between a dependent variable and one or more independent or predictor variables. It helps to understand how the dependent 

variable changes with changes in the independent variable and thus finds its application in forecasting and predicting. The technique must 

however be used with clear understanding of the assumptions in each type of regression analysis, their limitations and the potential error 

that can occur when models are applied to a larger population. They apply this equation to the population for making a prediction, and 

able to predict either the systolic blood pressure perfectly. They need to take into account an “error” or “deviation” that is likely to occur 

when this equation is used[5] .  

 

In 2018 Ira Sharma et al proposed “Linear Regression Model to Identify the Factors Associated with Carbon Stock in Chure Forest of 

Nepal”.  Their aims to assess the factors associated with carbon stock in Chure forest of Nepal. The data were obtained from Department 

of Forest Research and Survey (DFRS) of Nepal. A multiple linear regression model and then sum contrasts were used to observe the 

association between variables such as stem volume, diameter at breast height, altitude, districts, number of trees per plot, and ownership 

of the forest. 95% confidence interval (CI) plots were drawn for comparing the adjusted carbon stocks with each of the factors and with 

the overall carbon stock. The linear regression showed a good fit of the model (adjusted 𝑅2 = 83.75%) with the results that the stem 

volume (sv), diameter at breast height (dbh), and the number of trees per plot showed statistically significant (𝑝 value ≤ 0.05) positive 

association with carbon stock[6]. 

 

In 2019 Anjali Pant et al proposed “Linear Regression Analysis Using R for Research and Development” .The future forecasting 

opportunities and risks estimation are the most prominent prerequisite for a successful business. Regression analysis can go far beyond 

forecasting. The linear regression analysis technique is a statistical method that allows examining the linear relationship between two or 

more quantitative variables of interest. The rationale of the linear regression analysis technique is to predict an outcome based on 

historical data and finding a linear relationship. They discussed the implementation of linear regression using a statistical computing 

language R and consider that the suggested approach provides an adequate interpretation of research and business data. Introduction 

Software[7]. 

 

In 2020 Khushbu Kumari et al proposed “Linear Regression Analysis Study”. Linear regression is a statistical procedure for calculating 

the value of a dependent variable from an independent variable. Linear regression measures the association between two variables. It is a 

modeling technique where a dependent variable is predicted based on one or more independent variables. Linear regression analysis is the 

most widely used of all statistical techniques. They explain the basic concepts and explain how we can do linear regression calculations in 

SPSS and excel. The techniques for testing the relationship between two variables are correlation and linear regression. Correlation 

quantifies the strength of the linear relationship between a pair of variables, whereas regression expresses the relationship in the form of 

an equation [8]. 

 

In 2020 Samit Ghosal et al proposed “Linear Regression Analysis to predict the number of deaths in India due to SARS-CoV-2 at 6 

weeks from day 0 (100 cases - March 14th, 2020)”. They analysis tracing a trend related to death counts expected at the 5th and 6th week 

of the COVID-19 in India. Material and methods: Validated database was used to procure global and Indian data related to coronavirus 

and related outcomes. Multiple regression and linear regression analyses were used interchangeably. Since the week 6 death count data 

was not correlated significantly with any of the chosen inputs, an auto-regression technique was employed to improve the predictive 

ability of the regression model [9]. 

VI. PRAPOSED APPROACH 

Following is a list of 7 steps that could be used to perform multiple regression analysis. 

1. Identify a list of potential variables/features; Both independent (predictor) and dependent (response). Gather data on the 

variables. 

2. Check the relationship between each predictor variable and the response variable. This could be done using scatterplots and 

correlations. 

3. Check the relationship among the predictor variables. This could be done using scatterplots and correlations. It is also termed as 

multi collinearity test. 

4. Try and analyze the simple linear regression between the predictor and response variable. 

5. Use the non-redundant predictor variables in the analysis. This is based on checking the multi collinearity between each of the 

predictor variables. If the correlation exists, one may want to one of these variables. 

6. Analyze one or more model based on some of the following criteria. 

7. Use the best fitting model to make prediction based on the predictor (independent variables). This is done based on the statistical 

analysis of some of the above-mentioned statistics such as t-score, p-value, R squared, F-value et 

 

VII. COMPARATIVE ANALYSIS  

Checking Relationship between Advertising on YouTube and Sales using Scatter 

data.plot(kind='scatter', x=['YouTube'], y='Sales') 

sns.pairplot(data, x_vars=['YouTube'], y_vars='Sales', height=5, aspect=1, kind='reg') 

 

http://www.ijstmr.com/
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Figure 6 Relationship between advertisement on YouTube and Sales  

 

 

 

 

 

 

 

 

 

Figure 7 Heatmap to show relationship between advertisement on YouTube and sales  

 

                                                                                                          CONCLUSION 

Multiple linear regression is a mathematical technique that deploys the relationship among multiple independent predictor variables and a 

single dependent outcome variable. In the proposed work we have taken data of advertisement and sales. Advertisement on YouTube, 

Facebook and WhatsApp and check the effect on sales. Based on sales and advertiser various media (YouTube, Facebook and 

WhatsApp). We found that sales have been increased during advertisement on YouTube as compared to other two media We have the 

following problems. How to select following variables Dependent Variable, Independent Variable(s), Intercept, Coefficients.  How the 

model Select data from the past to learn what's the relationship. How minimize the predicted error for regression analysis. We need to 

check that a linear relationship exists between the dependent variable and the independent variables. We want to analyze the linear 

relationship between independent variables (YouTube, Facebook and WhatsApp) exists or not. Our second objective is to check that a 

linear relationship either exists: Sales and advertisement on TV both have positive are negative relationship, Sales and advertisement on 

Radio both have positive are negative relationship, Sales and advertisement on Newspaper both have positive are negative relationship. 

Predicted values and observed values should have minimum error.  It is also called the residuals.  
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